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= TCA (Tightly Coupled Accelerators)

« TCAOZO K%Y A1 SFEZEE U TPCIe intelligent switchTd 2 PEACH2 (PCI
Express Adaptive Communication Hub ver.2)ZFPGAT3E3
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= Accelerator in Switch
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Agenda

TCA and PEACH2
Accelerator in Switch

4

» First astrophysics problem — LET offloading
= Next challenge on Radiation Transfer problem

Challenges for Accelerator in Switch
PACS-X & PPX

Summary

XMPJ—93 3y 7 @fRER

2016/11/07
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TCA (Tightly Coupled Accelerators)
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Issues on accelerated (GPU) computing

s Trading-off: Power vs Dynamism (Flexibility)

= fine grain individual cores consume much power, then ultra-wide SIMD feature
to exploit maximum Flops is needed

m Interconnection is a serious issue

o clurrent accelerators are hosted by general CPU, and the system is not stand-
alone

= current accelerators are connected by some interface bus with CPU then
interconnection

= current accelerators are connected through network interface attached to the
host CPU

s GPU is not perfect

= highly regular (SIMD-like) computation to be supported by thousands of
cores/threads

= irregularity degrades the performance drastically
= CPU is not enough powerful

« How to provide low-latency/high-bandwidth communication among accelerators

* How to fill the gap between GPU-performance and CPU-flexibility
S s
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PEACH2 board — prototype implementation of TCA

Main board
+ sub board

FPGA

(Altera Stratix IV | | Most part operates at 250 MHz

530GX)

(PCIe Gen2 logic runs at 250MHz)

g S

- i PCI Express x8 card edge

rPCIe x16 cable connecter

FPCIe X8 cable connecter

/ XMPI—4<3vyT @ EIR

2016/11/07
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-----

Power supply
for various voltage

Center for Computational Sciences, Univ. of Tsukuh
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HA-PACS/TCA test-bed node structure BOGS

= This configuration is similar to HA-PACS base

= CPU can uniformly access cluster except PEACH?.

to GPUs. = All the PCle lanes (80 lanes) embedded in
= PEACH2 can access every CPUs are used.
GPUs
= Kepler architecture + CPU , | CPU
CUDA 5.0 “"GPUDirect (Xeon Ny (Xeon
Support for RDMA” E5 v2) QPI E5 v2)

3
= Performance over QPI is . , ) &
=> support only for _
two GPUs on the same - K20X ‘ K20X ‘ K20X ‘ K20X { HCA
2
8

socket
= Connect among 3 nodes

&,@,
XMPD—4oS a3y T @fER (@) ﬁﬁ’@
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HA-PACS Base Cluster + TCA
(TCA part starts operation on Nov. 1st 2013)

NI

AlZhZWHN

."l l: :'::'I | '

\ l::"| :::'h . l

N T | e

" Wiy '|||||||:'I|

| \ :lll Wy

; WL My gy R

h| | Il

[}

]

]

/| Cluster

....

« HA-PACS Base Cluster = 2.99 TFlops x 268 node (GPU) = 802 TFlops
 HA-PACS/TCA = 5.69 TFlops x 64 node (with GPU+FPGA) = 364 TFlops
« TOTAL: 1.166 PFlops

« TCA part (individually) ranked as #3 in Green500, Nov. 2013
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|Ping-pong performance on TCA/PEACH2

Platform: HA-PACS/TCA
IB: Connect-X3 QDR (x 2rail)

(as in 2014)
7 4.5
6 4
3.5
5
_ 3
w0 o
=4 %
g £
o
L3 22
3 2
o e o S o o £5
) o—nn o ol Sal ol P -
1
1 [} r Y &
0.5
0 0 e a0 .
4 16 64 256 1024 4096 4 32 256 2048 16384 131072 1048576
Size [byte] Size [byte]
—eo—Internal (HtoH) —®—Internal (DtoD) User (HtoH) —8—Internal (HtoH) —®—Internal (DtoD) User (HtoH)
—8—User (DtoD) —8—MV2-GDR (HtoH) MV2-GDR (DtoD) —8—User (DtoD) —8—MV2-GDR (HtoH) MV2-GDR (DtoD)
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Accelerator in Switch
and Example on Astrophysics
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Is GPU enough for everything ?
= GPU is good for:

= coarse grained parallel applications
= regular pattern of parallel computation without exception
= applications relying on high memory bandwidth

= In recent HPC applications:

= various precision of data is introduced (double, single, half...)

= some computation is strongly related to communication
- fine ~ mid grained computation not suitable for GPU and too slow by
CPU

= complicated algorithm with exception, non-SIMD, partially poor
parallelism
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PEACHZ2/PEACH3 is based on FPGA

= FPGA for parallel platform for HPC
= in general and regular computation, GPU is better
= for something “weird/special” type of computation
= (relatively) non bandwidth-aware computation

= PEACH solution on FPGA provides communication and
computation on a chip
= PEACH2/PEACH3 consumes less than half of LE on FPGA

= partial offloading” of computation in parallel processing can be
implemented on rest of FPGA

w Accelerator in Switch (Network)

S @
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Schematic of Accelerator in Switch

misc. work coarse-grain
and computation ~ PCIe switch offloading
CPU
GPU
FPGA
partial communication not invading appropriate
offloading | (PEACH2/PEACH3)|  parts with each other

interconnect

O av,m,
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Example of Accelerator in Switch

= Astrophysics

» Gravity calculation in domain decomposition
= Tree search is efficient

» LET (Locally Essential Tree) is introduced to reduce the
search space in tree structure

- too complicated to handle in GPU

= CPU is too slow

- implementing the function on FPGA and combining with
PEACH3 communication part
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LET (Locally Essential Tree)

mask[id] array
mask[id] == 0 skip

mask[id] == 1 add to LET

distance judgment

partial regional data in

receiver side and each cell

in sender side

Wh

16 XMPJ—93 3y 7 @fRER

Judge
distance

close

Update mask[id]
of child node

Processing data

[ I I

Reduced data

Add LET

Processing data

ld=id+1

2016/11/07

Cend)




Total ——+—
Construction «=«x=--
Kernel coadilens -:‘
Make LET @ ]

Cost of using LET

« ~ 0.2 sec. (Ogiya+13)
* Must be smaller than ™
~0.04 sec. to scale. | T

- At least ~ 5 times S B R

Ogiya+13

accelerationisrequired. wl—m b o]
Np
10' ' ! T wa;(lk{ree
. . make ree
Elapsed time in each step (N,,=8M) cale MAC
0 : . » “ o body (h2d)
100 fuwwent ® Tt eeimeteinene e e s L 5% L L node (h2d)
107 & .-
I R ——— -"“'ﬂ:: .......... e - -1
L | | >
0 50 100 150 200 250
Step
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Preliminary Evaluation

module itself
2.2X speeds up

7.2x speed up

Exec. time (us)
S

30
20
10
O .
by CPU by FPGA offloading by CPU by FPGA offloading
_ _ from LET making to GPU data
Exec. time for making LET transfer

S
XMPJ—4< 3y @fER
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Radiation Transfer in early Universe

» Interaction among Light (Radiation) from Objects and Material

a Reionization of atoms

» Molecules split by Light
» Heating of gas by Light

» Mechanical dynamics by gas pressure

They are so important for early universe generation

» generation of stars s reionization of universe by photons from galaxy

» Research so far: by ray tracing

o Very costly computation

o Approximation is applied so far
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Radiatioh Transfer Calculation

» Radiation transfer from single light source

light to each mesh from the source

v : vibration

I |/
|~

\

7(v) : optical thickness

f
I(v) : strength of radiation \gé;
!

computation cost o< [NV, Vg

» Diffuse radiation transfer from spread light sources AT
in the space [
a number of parallel lights from the boundary |
dl(v) — () +S(v) S(v) : source function / / /l{/ / / /
() A
computation cost X Nr?l/g / 7 \7%/ /1] /

O .,z,g?@.y,
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ARGOT: Radiation Transfer Simulation code

» Simultaneous simulation on radiation transfer and fluid dynamics

> Applied to single light source

» For multiple light sources, using Tree structure to merge the effect

Computation Cost o¢ Ny N ==> o Ny, log Ny

® Currently written by CUDA (GPU) +OpenMP (CPU)
» Scalable with MPI

> https://bitbucket.org/kohji/argot
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| ARGOT(Accelerated Ray-Tracing on Grids with Oct-Tree)

ARGOT method Parallelized ARGOT method
R,
/

35

- Basic structure and method are similar to LET on gravity
= also possible to implement on FPGA
- Computation accuracy (precision) is low, FP16 is too much

& @
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‘ Communication bottleneck on ARGOT

I lIIIIlII 1 IIIIIIII | UL I IIIIIIII
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> Scaling with > 643mesh/node

» On GPU CUDA code, scaling with
> 1283mesh /node

® Problem: inter-node
communication by MPI when the
light crosses on the cell border

> Offloading to FPGA
Fine tuning on precision and
algorithm
High speed communication
without PCle bottleneck
With High Level Language ?

Center for Computational Sciences, Univ. of Tsukuba



Issues on Accelerator in Switch
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Challenge (1): Communication Performance

= PEACH2/PEACH3 I/0O bottleneck

= depending on PCIe everywhere, to connect CPU and GPU, and also for
external link

= PCle is a bottleneck on today’s advanced interconnect

= High performance interconnection between FPGA
= optical interconnect interface is ready
= up to 100Gb speed
= provided as IP for users

s FPGA-FPGA communication without intra-node communication
bottleneck
= on-the-fly computation & communication

&S %*%%

25 XMPJ —5L 3y 7 @ ER 2016/11/07 Center for Computational Sciences, Univ. of Tsukuba



‘1OOGbE inter-node communication experiment

" (A)Gb HSS-Link direct | / (C) Gb HSS-Link with PCle
\®_f, (L2 \®
{ FPGA [[_T'| FPGA } c FPGA | f{ FPGA \
. B\ ) % % ®
/" (B) Gb HSS-Linklhop | [D —
\N % /
(A) A->0®
(8) A->B->0->0
() D>@->B->B-~>3~>®
B~ D): HSS-Link/ D~@): PCle

Xilinx XC7VX1140T(Virtex7)
Vivado 2016.1

Virtex-7 FPGA Gen3
Integrated Block for PCI Express v4.1

(Aurora 64B/66B v11.1)
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Case-A: peer-to-peer

40.0

]

w
o
o

30.0
25.0 m————— e =
20.0

15.0 /

10.0

==100G connect
=2=200G connect
300G connect

| |

o
o O
:

= ] I I I I I T

160 1.6K 16K 160K 1.6M 16M 160M 1.6G 16G 160G
Transfer Size[Bytes]

One-directional throughput[GB/s

= Uup to 96% of theoretical peak
= good scalability up to 3 channels
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Case-B: 1-hop routing via FPGA

_30.0
2
[aa)
©,25.0 —
z D X A X A X
o B
.§n 20.0
o)
£ 15.0
5100 7
©
2 <, -a-200Gb HSS-Link
p o 200Gb 1hop
S 00 @
160 1.6K 16K 160K 1.6M 16M 160M 1.6G 16G 160G
Transfer Size[Bytes]

= FPGA hop latency is just 20ns
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Case-C: PClIe intra-communication

7.0
3 60 e ——
. " —p o d
5 5.0 /j—/
Q.
2 /
& 4.0
o
s 3.0
1)
c
o 2.0 . i
g / =2-200Gb HSS-Link via PCle Gen3 x8
£ 10 o
b /J‘ 100Gb HSS-Link via PCle Gen3 x8
c 00 I
o

160 1.6K 16K 160K 1.6M 16M 160M 1.6G 16G 160G
Transfer Size[Bytes]

= bottlenecked by PCle bandwidth
= >90% of theoretical peak performance
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Challenge (2): Programming

= OpenCL is not perfect but best today
= Much smaller number of lines than Verilog
= Easy to understand even for application users
= Very long compilation time to cause serious TAT for development
= Not perfect to use all functions of FPGA

= We need “glue” to support end-user programming

= Similar to the relation between “C and assembler”
= "OpenCL and Verilog”

= Making Verilog-written low level code as “library” for OpenCL
= Potentially possible (by Altera document), but hard
= Challenge: Partial Reconfiguration

= Overall programming system

St

(S‘,‘ @‘@’@
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Challenge (3): System Configuration

= Intra-node connection issue
= PCle is the only solution today
= Intel HARP: QPI (UPI) for Xeon + FPGA (in MCM)
= IBM OpenCAPI: POWER + FPGA (IP provided)

= How to make the system compact

= HARP solution is very good to save footprint, but I/O on
FPGA is limited

= OpenCAPI has flexibility on FPGA external link
= NVLINK2 access via OpenCAPI ?

St

(S‘,‘ @‘@’@
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Intel+Altera heterogeneous architecture
IVB+FPGA Software Development Platform

Software Development for Accelerating Workloads using Xeon and coherently attached FPGA in-socket

Broadwell Arrial0
/ / Processor Intel® Xeon® E5-26xx v2
Processor
FPGA Module Altera Stratix V
6.4 GT/s full width

Intel” Xeon® : QP Speed (target 8.0 GT/s at full width)
E5-2600 v2 Memory to FPGA | 2 channels of DDR3
Product Family - Module (up to 64 GB)

Expansion
connector
to FPGA Module

PCle 3.0 x8 lanes - maybe used
for direct |/O e.g. Ethernet

Configuration Agent, Caching
Features Agent,, (optional) Memory
Controller

s

’
-\

Accelerator Abstraction Layer
(AAL) runtime, drivers, sample
applications

<PCie* 30 X8

3

Software

from PK Gupta, “"Xeon+FPGA Platform for the Data Center”, ISCA/CARL 2015
http://www.ece.cmu.edu/~calcm/carl/lib/exe/fetch.php?media=carl15-qupta.pdf

33 XMPJ—42 3y 7 @R ER 2016/11/07 Center for Computational Sciences, Univ. of Tsukuba



PACS-X and PPX

O av,m,
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PACS-X (ten) Project

= PACS (Parallel Advanced system for Computational Sciences)

= a series of co-design base parallel system development both on system
and application at U. Tsukuba (1978~)

= recent systems focus on accelerators
= PACS-VIII: HA-PACS (GPU cluster, Fermi+Kepler, PEACH2, 1.1PFLOPS)
= PACS-IX: COMA (MIC cluster, KNC, 1PFLOPS)

= Next generation of TCA implementation

= PEACH2 with PCle is old and with several limitation

= nhew generation of GPU and FPGA with high speed interconnection

= more tightly co-designing with applications

= system deployment starts from 2018 (?)

m) PPX: Pre-PACS-X
&S @

35 XMPJ —5L 3y 7 @ ER 2016/11/07 Center for Computational Sciences, Univ. of Tsukuba



| PPX: latest multi-hetero platform (x6 nodes)

HCA:
Mellanox IB/EDR

1
Xeon Broadwell 00G IB/EDR

| — GPU: coarse-grain
| QPI offloading
= _ NVIDIA P100 x 2

Xeon Broadwell

FPGA:
fine-grain
partial offloading
+
high-speed interconnect

S
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Summary and Issues

= Multi-hetero environment for multi-level complexity,
multi-physics simulation

s ISsues

=« How to configure the system ? What interface ?
= PCIe (gen3 -> gen4): performance bottleneck
= Intel HARP (Xeon CPU + Altera FPGA): no extension for external link
= OpenCAPI by OpenPower -> NVLINK2: CPU & GPU is limited

= How to program ?

= OpenCL for higher level (application) code + HDL for lower level
(fundamental modules), but how to coordinate ?

= Partial reconfiguration technology to save the debugging TAT
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